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Executive Summary 1 

This chapter assesses the developments, over the past 40 years, of trends in emissions of the main 2 
greenhouse gases, as well as the proximate and ultimate causes for these trends, which we refer 3 
to as the GHG emissions drivers.   4 

From the analysis of global trends in stocks and flows of greenhouse gases and short-lived species, 5 
it can be concluded that CO2 continues to be the most important anthropogenic greenhouse gas; 6 
its increase is due primarily to the combustion of fossil fuels and, to a lesser extent, to land use 7 
change.   8 

In fact, between 1970 and 2008, global anthropogenic CO2 emissions increased by about 80% 9 
while CH4 and N2O increased by about 45% and 40%, respectively, and fluorinated gases, which 10 
represented a minuscule amount in 1970, increased by about 650%. 11 

Specific contributions to the overall increase in GHG emissions from sectors like transport, 12 
buildings, industry, waste and agriculture, forestry, other land use (AFOLU) and fisheries and 13 
aquaculture have been estimated and analyzed.   14 

Transport sector, for instance, represents on average 22% of the global emissions, increasing from 15 
3GtCO2/yr in 1970 to about 7GtCO2/yr in 2008 (high confidence).  Policies such as for pollution 16 
control, technologies such as biofuels, vehicle materials, fuel efficiency, and transport planning 17 
and management still hold promises to curb the growth in the sector GHG emissions (medium 18 
agreement). 19 

Industry GHG emissions have grown moderately from about 5GtCO2/yr in 1970 to about 8GtCO2/yr 20 
in 2008 with an increased growth rate realized from 2002 attributed to industry growth in China 21 
(high confidence).  The variety of potential mitigation measures for the sector includes energy 22 
efficiency, fuel switching, renewable energy, feedstock change, capture and sequestration of CO2; 23 
measures that can be coupled with policies such as energy pricing and pollution controls (medium 24 
agreement). 25 

Available data for buildings sector indicates that emissions have increased by about 17% from 26 
above 3GtCO2/yr in 1970 to nearly 4GtCO2/yr in 2008 (medium confidence as data are not well 27 
specified).  Sector GHG mitigation can be achieved through mandatory standards, voluntary 28 
programmes, policies and incentives backed by research (medium agreement).  Better response 29 
can be proliferated in reducing GHG when governments provide leadership in their own buildings. 30 

Agriculture contributed 11.5% of the total global emission in 2008, whereas forestry and other 31 
land uses (FOLU) contributed 11.3%. Compared to 1970, in 2008 emission in agriculture has 32 
increased by 25.3%, although global population, a major driver of agriculture and GHG emission, 33 
increased by 82.7%.  An increase in food production can be reached through breeding of stress-34 
tolerant cultivars/breeds of crops, livestock, fish and forest trees that will increase food, feed and 35 
fuel production without enhancing GHG emission. Increasing use of resource conserving 36 
technologies will be required for enhancing production and GHG mitigation. 37 

Waste GHG emissions represented in 2008 the 2.9 % of global GHG emissions, compared with 2.6 38 
% in 1970 year (medium agreement, robust evidence). Waste related GHG emissions increased by 39 
193.5 % in the same period (medium agreement, robust evidence). Municipal solid waste is a 40 
significant contributor to greenhouse gas emissions. The majority of these emissions are a result of 41 
landfilling (high agreement, robust evidence).  Countries have been incorporating alternative forms 42 
of waste management strategies for mitigation such as energy recovery from landfill gas capture, 43 
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aerobic landfilling, pre-composting of waste prior to landfilling, composting of the organic fraction 1 
of municipal solid waste, controlled wastewater treatment and recycling to minimize waste, waste 2 
incineration with energy recovery and biofilters to optimize CH4 oxidation (high agreement, robust 3 
evidence). 4 

Global population has been doubled since 1970s to about 7 billion today, and per capita income in 5 
PPP has increased by 80%, leading to over 3.5 folds increase in Gross World Products in PPP. 6 
During this period, global GHG emission in GWP100 has increased by about 80%.  7 

Studies have identified multitude of drivers to global GHG emissions including consumption, 8 
international trade, population, urbanization, human behaviour, economic growth, and energy 9 
use. Among others, consumption, population, economic growth and energy use are well 10 
established drivers to global GHG emissions in the literature. There are competing explanations on 11 
international trade and urbanization as a driver.  12 

It is notable that most of the literature identified more than one driver and many also recognized 13 
the interdependencies between them. Furthermore, it is obvious that many of the drivers can be 14 
ŦǳǊǘƘŜǊ ŘƛǾƛŘŜŘ ƛƴǘƻ ǾŀǊƛƻǳǎ ǎǳōŎƻƳǇƻƴŜƴǘǎΦ !ǎ ǎǳŎƘΣ ǘƘŜ ǉǳŜǎǘƛƻƴΣ άǿƘŀǘ ƛǎ ǘƘŜ ŘǊƛǾŜǊ ƻŦ Ǝƭƻōŀƭ 15 
DID ŜƳƛǎǎƛƻƴǎΚέ Ŏŀƴ ƻƴƭȅ ōŜ ŀƴǎǿŜǊŜŘ ƛƴ ǘƘŜ ŎƻƴǘŜȄǘ ƻŦ ǎŎŀƭŜΣ ƭŜǾŜƭ ƻŦ ŘŜǘŀƛƭΣ ŀƴŘ ǘƘŜ ǎǘŀǊǘƛƴƎ 16 
point, 17 

Therefore it is necessary to provide a context under which drivers of GHG emissions are identified 18 
at different levels. A hierarchical framework is proposed, so that drivers can be systematically 19 
identified and compared using both production-based and consumption-based approaches in 20 
parallel.  21 

In order to identify the main drivers for the GHG emissions trends a decomposition analysis known 22 
as the Kaya identity is used.  In this identity global emissions are equal to the population size, 23 
multiplied by per capita output (Gross World Product), multiplied by the energy-intensity of 24 
production, multiplied by the carbon-intensity of energy. The identity helps to understand the 25 
mechanisms underlying the changes in emissions.  However, the factors in the Kaya identity are 26 
not independent to each other, adding a level of complexity to the analysis of causes and effects.  27 
The Chapter tries to reach beyond proximate causes and drivers, such as production capacity or 28 
consumption patterns, to understand ultimate causes and drivers; for that purpose, the chapter is 29 
structure following the Kaya identity.  30 

The first driver in the Kaya identity, population, has been an important driver of GHG emissions in 31 
recent decades. The direct effect of population on emissions is a proportional increase, but the 32 
indirect effects of population on emissions are diverse (high agreement, robust evidence). 33 

The emissions increase for an additional person varies widely, depending on geographical location, 34 
income, lifestyle, and the available energy resources and technologies, among other factors.  The 35 
gap between the top and bottom countries in terms of per capita emissions has been stable at 36 
about a factor 50, though individual countries have changed their position in the ranking 37 
considerably (high agreement, robust evidence). 38 

The population has been increasing mainly in Asia, Latin America and Africa; with total emissions 39 
Asia growing fastest due to other factors and drivers (high agreement, robust evidence). 40 

Other demographic trends such as urbanization, ageing and household size have more subtle 41 
effects on emissions. Migration from rural areas to urban areas tends to increase emissions at its 42 
initial stage; while a further urbanization tends to decrease emissions.  Ageing population seems 43 
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to have an almost neutral effect on emissions, while the evidence on the effect of household size 1 
is not clear (medium agreement, medium evidence). 2 

The second driver analyzed is GDP per capita, which is often used as a proxy for economic 3 
development, production, and income.   4 

Worldwide income has gone up during the period assessed with much variation over time and 5 
regions (very high confidence). Mainstream economic theory points to technological change as the 6 
key long-term driver of growth but capital stocks and resource use have also tended to increase as 7 
part of the growth process (medium agreement and evidence). 8 

Economic growth was strong in Asia, the OECD also showed considerable growth levels, while 9 
Latin America showed lower growth over the entire period. Africa and the formerly centrally 10 
planned economies have seen setbacks in growth. At the same time, OECD countries have shown 11 
somewhat stable per capita emissions, but growth in developing countries seems more emission-12 
intensive (high confidence).   13 

The role of sector shifts, say from agriculture to industry to services, is probably less important for 14 
the development of emissions than improved energy efficiency within the sectors (low agreement, 15 
medium evidence). 16 

Economic growth, in turn, is related to the level of consumption of goods and services; once the 17 
level of consumption is isolated as an individual driver of emissions, it is by far the most significant 18 
driver in both developed and developing countries (high agreement, robust evidence). This is the 19 
conclusion of numerous studies that have undertaken a structural decomposition analysis to 20 
identify the role of different drivers.   21 

The interlinkages among economic growth, consumption, and emissions are important for the 22 
attribution of emissions among regions and countries.  There has been substantial growth in 23 
international trade, resulting in significant variation between the territorial-based and 24 
consumption-based GHG emissions of countries.  25 

The general trend shows that consumption-based emissions are higher than territorial-based 26 
emissions for developed countries and lower for emerging economies (high agreement, medium 27 
evidence). In fact, it is found that international trade allows developed economies with a lower 28 
than global average emission-per-value intensity to import higher emission-per-value intensity 29 
goods from emerging economies, and vice versa (low agreement, medium evidence). The growth 30 
in international trade results in significant variation between the territorial-based and 31 
consumption-based accountings of GHG emissions of countries (high agreement, robust evidence). 32 

As trade serves as an instrument for exchange, it is not a significant driver of global emissions per 33 
se, but it is an important driver for the regional distribution (medium agreement, medium 34 
evidence). Trade also implies transport, and in this respect it contributes increasingly to 35 
greenhouse gas emissions with a robust upward trend. 36 

The third factor in Kaya identity is energy use per output, or energy intensity, that depends on a 37 
set of interrelated variables including demographics, technology and capital vintages, geography 38 
and climate, energy prices and taxes, lifestyles, and policies. Long-term statistical records show 39 
improvements in energy intensities of economic outputs (measured by GDP) by more than a factor 40 
of five since 1800 when traditional biomass fuels are included in the measure of energy inputs, 41 
corresponding to an average decline of total energy intensity of about 1% per year (high 42 
confidence). Most regions show declining trends in energy intensity over the period 1970-2008 43 
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(high confidence) including most of developed countries and major developing countries such as 1 
India and China. 2 

Changes in energy intensity over time can be decomposed into the effects of structural change ς 3 
the shift to more or less energy intensive industries ς the effects of changes in the mix of energy 4 
sources, technological change, and the quantities of other inputs such as capital and labor used.  5 
The change in energy intensity also depends on economic growth; fast economic growth leads to a 6 
higher turnover of the capital stock, thus offering more opportunities to switch to more energy-7 
efficient technologies (low to medium confidence). 8 

The fourth factor in our identity is related to the carbon content in the energy resources.  Since 9 
1880, the fossil fuels mix has moved from mainly coal to increasing shares of oil and gas, with 10 
lower carbon per unit of energy released when burned (very high confidence). 11 

The global rate of energy decarbonization has been on average about 0.3% annually, too low to 12 
offset the increase in global energy use of about 2% annually. The last decade shows a significant 13 
slowing of decarbonization, particularly due to rising carbon intensities in some developing 14 
regions, and to the slowed turnover of the energy system in developed countries (very high 15 
confidence). 16 

The factors of the Kaya identity have various underlying drivers that are not independent to each 17 
other. As an example, consumption patterns are shaped not only by economic forces, but also by 18 
technological, geographical, political, sociological, and psychological factors.   19 

Behaviour is an implicit and relevant driver of emissions, and is also a potential agent for change in 20 
emissions (robust evidence). 21 

Emissions are linked to behaviour from both the production and consumption side. Several studies 22 
indicate that behaviour plays a greater role on the consumption side, and that the level of 23 
consumption or the preference of goods and services that entail lower emissions are likely to 24 
affect the overall emissions (medium agreement and confidence). 25 

Voluntary reduction in energy consumption by individuals depends on their state of awareness 26 
and concern about climate change, their willingness to act, as well as their ability to change.  27 
Different social and cultural predispositions also affect the use of energy and materials.   28 

Inherent behaviour in societies leads to large variations in consumption patterns and lifestyles. 29 
Moreover, not only current, but also past behaviour is seen as one of the most intractable barriers 30 
to changing energy behaviours (low agreement, limited evidence). 31 

Various policies and strategies are used across countries and across different levels with varying 32 
degrees of success to bring about behaviour change. Apart from technological solutions that could 33 
be directed at improving resource productivity by changing consumption patterns, literature also 34 
points to the need for reducing the levels of consumption (medium confidence). 35 

Technological change is an important driver for both the overall economic growth and the energy 36 
intensity of growth.  Although some technological change leads to lower energy intensities and 37 
greenhouse gas emissions, much of it also results in increasing emissions.  Technical innovations 38 
that potentially decrease emissions ŀǊŜ ǇŀǊǘƭȅ ƻŦŦǎŜǘ ōȅ ǘƘŜ άǊŜōƻǳƴŘ ŜŦŦŜŎǘέΣ ǘƘŜ ǇƘŜƴƻƳŜƴƻƴ 39 
that makes resources demand for resources to increase when due to innovation or efficiency 40 
improvements the final products becomes cheaper.  The balance of evidence suggests that the 41 
άǊŜōƻǳƴŘ ŜŦŦŜŎǘέ ǊŜŘǳŎŜǎ ǘƘŜ ŜƴŜǊƎȅ ǎŀǾƛƴƎǎ ōǊƻǳƎƘǘ ōȅ ŜƴŜǊƎȅ ŜŦŦƛŎƛŜƴŎȅ ƳŜŀǎǳǊŜǎ ōȅ мл-30% 42 
from the reduction expected by the direct effect. 43 
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Decision made on infrastructure have influenced the effect of technological change on energy 1 
intensity and therefore on GHG emissions.  Infrastructural choices made in the post World War II 2 
period are still affecting current emission levels, as they determined, for example, the fuel of 3 
choice for decades thereafter. Indirectly infrastructure also guides the choices in technological 4 
innovation, as greatest profits are expected for technologies that will remain in future demand 5 
due to the existence of complementary infrastructure. This is the so-called lock-in effect. The 6 
mechanism is reasonably understood, but there are few data with which to quantify its role in 7 
facilitating or impeding reductions in GHG emissions. 8 

Co-benefits and other trade-offs have also influenced the implementation of mitigation policies 9 
and measures and, therefore, the GHG emissions. Co-benefits can be positive or negative. They 10 
may include improvement of ambient and in-door air quality, sulfur dioxide emissions reduction, 11 
energy security and transport safety, among others, but also can lead to undesirable outcomes, as 12 
in bioenergy production through increased land competition, higher food prices, and loss of 13 
biodiversity if fuel plantations affect diverse ecosystems. 14 

The key complexities for analyzing co-benefits include: choosing an appropriate baseline policy, 15 
understanding the importance of scale, and recognizing that net co-benefit calculations may hide 16 
critical details about winners and losers. Many co-benefits from mitigation turn out to be short-17 
term effects, while the objective of climate change mitigation policies is in the long-term 18 
timeframe. 19 

In conclusion, the decreasing trends in energy efficiency and the almost stable trend in the carbon 20 
content of energy resources have not been sufficient to offset the increasing trends in population 21 
and economic growth, and therefore have not been able to offset the increasing trends of global 22 
GHG emissions over the past 40 years. For the next decades, the past patterns suggest a 23 
continuous increase in global emissions due to continued increasing population, and energy-24 
related emissions will form a major part. 25 

At the same time, per capita emissions, which remained more or less stable over the period, 26 
indicate that the substantial income increase has been balanced by an equal increase in energy 27 
efficiency and slight decarbonisation of energy. 28 

Though the territorial share of the OECD countries has decreased considerably, their average per 29 
capita emissions of approximately 16 tCO2 per year are still more than double the global average; 30 
for global emissions to go down, per capita emissions in the OECD countries must go down as well.   31 

Reducing global emissions also requires the fast developing countries to change past trends.  With 32 
a substantial part of the global population reaching middle and higher income levels, global 33 
emissions increasingly mirror the per capita emissions of these populations.   34 

Thus, a major shift in the energy system worldwide will be required to bend downwards the global 35 
trends. We have to reduce energy per output, or to decarbonise energy supply, or both.   36 

We need to pay special attention to infrastructure, construction and technological choices as 37 
these affect future emissions for several decades.  Recent insights in the dynamics of technological 38 
change could give guidance to policymakers about how to embark on innovation policies more 39 
effectively. 40 

In view of this assessment, technological change and individual behavior becomes key aspects for 41 
future efforts on climate change mitigation. 42 
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5.1. Introduction and overview 1 

Building a better future starts by learning from the past. In this chapter, we assess the 2 
developments over the past 40 years, from the 1970s to the late 2000s. We present trends in 3 
emissions of the main greenhouse gases, and assess the proximate causes and ultimate causes for 4 
these trends, which we refer to as the drivers. We employ extended versions of decomposition 5 
analyses known as the Kaya identity and the IPAT identity. The IPAT decomposes the level of 6 
greenhouse gas emissions (Impact) into three components: the population size (P), the affluence 7 
(A) or consumption expenditure per capita, and the efficiency of technology (T) used to generate 8 
income. The Kaya identity is a refinement; it reinterprets income as output (e.g. using G for Gross 9 
World Product), and further decomposes the technology variable into energy per output (E/G) and 10 
emissions per unit of energy (CO2/E). For carbon dioxide, on a worldwide level, the equation reads 11 
as 12 

CO2 = P x (G/P) x (E/G) x (CO2/E)  13 

The equation presents an identity. Emissions are equal to the population size, multiplied by per 14 
capita output, multiplied by the energy-intensity of production, multiplied by the carbon-intensity 15 
of energy. The identity helps to understand the mechanisms underlying the changes in emissions, 16 
but the identity does not imply causality. One cannot conclude from it that population growth as 17 
such increases emissions, nor does income growth necessarily lead to higher emission levels. The 18 
variables on the right-hand side develop jointly and not separately. A growing population can slow 19 
economic development when essential resources are scarce, but it also increases the potential 20 
development of new ideas, which increases the speed of innovation and economic growth. And 21 
innovations can be used to increase output while maintaining the same resource-intensity of 22 
production, but innovations can also be harnessed to decrease the resource-intensity, and 23 
thereby, to decrease the ultimate impact. We thus have to very carefully assess the literature and 24 
data, to identify causes for the big changes in emissions that we have seen over the past 40 years. 25 
We try to reach beyond proximate causes and drivers, such as increasing production capacity and 26 
income, to understand ultimate causes and drivers: mechanisms and policies that determine the 27 
level and direction of economic growth. But the distinction is delicate and a discussion of system 28 
boundaries is beyond the scope of this chapter. 29 

The structure of the chapter is easily understood from the Kaya identity presented above. We 30 
start, in Section 5.2, with a presentation of the main trends on the variables on the left-hand side: 31 
the emissions of greenhouse gases and short-lived substances that potentially counter the 32 
greenhouse effect.  The picture that emerges from Section 5.2 serves as the basis for the 33 
remainder of our chapter. The section tells us how much greenhouse gas emissions have 34 
increased, which substances contribute most, and when extrapolating trends, which substances 35 
are expected to contribute most in the future.  Similarly, Section 5.2 will inform us about the 36 
regional distribution of emissions and the historic shift. 37 

Section 5.3 is the methodological centrepiece of the chapter. It presents and discusses a more 38 
detailed version of the above Kaya identity, with a more detailed regional and sector structure. It 39 
shows how the Kaya identity can be used to assess the effects of regions and sectors that become 40 
more important over time, and how changes in emissions can be attributed to changes in the 41 
underlying variables such as population on a more detailed level: within regions and economic 42 
sectors. It also discusses the connection between two complementary approaches. The first 43 
approach attributes emissions to output, that is, the production of goods, while the second 44 
approach attributes emissions to consumption. While total emissions attributed are the same 45 
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under both approaches, they present potentially very different pictures with respect to the variety 1 
over regions and sectors with respect to the emission intensity of consumption and production. 2 

The next sections go into more detail into the variables on the right-hand side of the Kaya identity. 3 
We start with population, or more broadly, demography, in Section 5.4. This section presents the 4 
different trends in demographic variables, such as population size, ageing, and urbanization, for 5 
the major world regions, and it discusses the importance of changes in these variables for 6 
greenhouse gas emissions. The section will also present mixed evidence on the question of 7 
causality, that is, whether population size is approximately one-to-one connected to emissions, as 8 
the identity suggests, as briefly touched upon above.  9 

Section 5.5 presents and discusses the trends and role of the affluence variable. It takes a broad 10 
view, and starts with a discussion of the drivers for economic development, and the question 11 
whether increased resource use is an inevitable consequence of development or not. The section 12 
continues with the more narrow terms of affluence as measured by per capita production and 13 
consumption. The transition from an agricultural society to an industrial, and ultimately the 14 
development of a service-oriented society implies that growth of the affluence variable in the Kaya 15 
identity is intertwined with the choice of technology, and this connection helps us to remember 16 
that one cannot assess the coƴǎŜǉǳŜƴŎŜǎ ƻŦ ƛƴŎƻƳŜ ƎǊƻǿǘƘ ΨǘŀƪƛƴƎ ŀƭƭ ƻǘƘŜǊ ǘƘƛƴƎǎ ǳƴŎƘŀƴƎŜŘΩΦ 17 
The section connects back to Section 5.3 when it also presents consumption as a driver of 18 
emissions, and the role of trade and the fast-increasing trade flows and carbon embedded. The 19 
closing part of the section highlights that our perspective on trade should not be restricted to a 20 
mechanistic view of carbon streams. We assess evidence on the role of trade for the exploitation 21 
of comparative advantages, including energy-related advantages, and for the international 22 
exchange of technologies. 23 

Section 5.6 and 5.7 apply the Kaya identity to specific sectors. In Section 5.6, we zoom into the 24 
energy sector, the sector that is the worldwide major contributor to carbon dioxide emissions. We 25 
present and discuss the trends in energy demand and the various determining factors. We provide 26 
a brief discussion on the concepts of energy-intensity and energy savings and the physical limits. 27 
This section will also address the supply side. As the green paradox literature has emphasized, 28 
through energy markets, the use of energy sources cannot be understood without addressing the 29 
economics of fossil fuel exploration and exploitation. As part of the assessment of energy supply 30 
the section will also present the trends in carbon-free energy sources and its underlying drivers. 31 

Section 5.7 then covers the other major sectors: transport, buildings, industry, food and 32 
agriculture, and waste. For each sector, we will use the Kaya or IPAT identity and present the 33 
regional developments in the activity levels, and in the intensity of emissions per activity. We then 34 
assess the drivers for trends in both the size and emission intensity, to form a picture of future 35 
expectations. 36 

The subsequent Sections 5.8 and 5.9 take an orthogonal view. These sections do not apply the 37 
Kaya identity to regions or sectors, but these sections consider two ultimate causes, behaviour and 38 
technology, and assess how developments therein have changed emissions through the various 39 
variables in the identity, while acknowledging differences between regions and sectors. 40 
Behavioural change as discussed in Section 5.8 takes a humanities perspective, and connects to 41 
fundamental and often normative issues also dealt with in previous chapters, such as the concept 42 
of sustainable development. 43 

Section 5.9 deals with technological change. It discusses theory and evidence on the role of 44 
technological change in both overall productivity growth, affecting the affluence variable, as well 45 
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as the direction of the direction of growth; whether it is resource saving or increasing the resource 1 
intensity of production.  The rebound effect is a phenomenon also discussed here. It is the name 2 
used to describe the case that appliances, as an example, become more energy efficient, leading 3 
to demand for the appliances to more than proportionally increase, so that finally energy demand 4 
is not reduced but increased. The section concludes with an assessment of the role of technology 5 
as embedded in capital and infrastructure, and how it determines the future drivers and trends of 6 
greenhouse gas emissions. 7 

Section 5.10 complements the analysis of trends and drivers of greenhouse gases with a 8 
consideration of their implications for other environmental and social issues such as ambient air 9 
quality and energy security. Finally, the findings of this chapter are summarized in Section 5.11, 10 
where we present the overall system perspective on drivers and trends.  11 

5.2. Global trends in stocks and flows of greenhouse gases and short-lived 12 

species 13 

¢ƘŜ ǘŜǊƳ άǊŀŘƛŀǘƛǾŜ ŦƻǊŎƛƴƎέ ƛǎ ǳǎŜŘ ƛƴ ǘƘŜ Lt// ǘƻ ŘŜƴƻǘŜ ŀƴ ŜȄǘŜǊƴŀƭƭȅ ƛƳǇƻǎŜŘ ǇŜǊǘǳǊōŀǘƛƻƴ ƛƴ 14 
ǘƘŜ ǊŀŘƛŀǘƛǾŜ ŜƴŜǊƎȅ ōǳŘƎŜǘ ƻŦ ǘƘŜ 9ŀǊǘƘΩǎ ŎƭƛƳŀǘŜ ǎȅǎǘŜƳ(IPCC, 2001).  A positive forcing (more 15 
incoming energy) tends to warm the system, while a negative forcing (more outgoing energy) 16 
tends to cool it. Anthropogenic radiative forcing includes changes in concentrations of well-mixed 17 
greenhouse gases, aerosols and tropospheric ozone. In this section we will explore emission trends 18 
for these agents and their precursors. For a description of the projected range of contribution of 19 
each to radiative forcing, see radiative forcing diagram for AR4, Figure SPM 2(IPCC, 2007, p. 4).  20 

5.2.1. Sectoral and regional trends in GHG emissions 21 
We begin by focusing on the trends in greenhouse gases from 1970 through 2008. The non CO2 22 
greenhouse gases are converted to CO2 equivalents using 100-year GWPs.  Figure 5.2.1 shows the 23 
trends in major greenhouse gases.  24 

 25 

Figure 5.2.1. The principal greenhouse gases that enter the atmosphere because of human 26 
activities (JRC, 2011). Co2 continues to be the major anthropogenic greenhouse gas accounting for 27 
more than 75% of GWP adjusted emissions. Conversion of non CO2 greenhouse gases based on 28 
100-year global warming potentials.  29 
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Between 1970-2008, global anthropogenic CO2 emissions increased by about 80%, CH4 and N2O 1 
by about 45% and 40% respectively. Fluorinated gases which represented a minuscule amount in 2 
1970, increased by about 650% over the same period. Total GWP-weighted greenhouse gas 3 
emissions increased by about 75% since between 1970 and 2008(IEA, 2011). 4 

CO2 is the most important anthropogenic greenhouse gas. Its increase is due primarily to the 5 
combustion of fossil fuels and land use change. In 2008, CO2 emissions exceeded 75% of 6 
anthropogenic emissions.   The combustion of fossil fuels such as coal, oil and gas takes place in 7 
power plants, and transportation. CO2 is also released through the production of cement and 8 
other industrial goods. Emissions from land use change are due primarily to deforestation. 9 

The AR4 placed uncertainty bounds on anthropogenic emissions of CO2(IPCC, 2007; Smith et al., 10 
2011). For fossil carbon dioxide emissions in the 1990s emissions were estimated at 6.4 Gt plus or 11 
minus 0.4 Gt of carbon per year. Estimates of CO2 emissions associated with land use change 12 
averaged over this period were 0.5 to 2.7 GtC per year with a central estimate of 1.6 Gt per year. 13 

Methane (CH4) emissions are due to a wide range of anthropogenic activities including the 14 
production and transport of fossil fuels, livestock and rice cultivation, and the decay of organic 15 
waste in municipal solid waste landfills. It is estimated that more than half of global methane 16 
emissions are related to human-related activities. Natural sources of methane include wetlands, 17 
gas hydrates, permafrost, termites, oceans, freshwater bodies, non-wetland soils, and other 18 
sources such as wildfires(EPA, 2006). 19 

The third most abundant source of anthropogenic emissions comes from nitrous oxide (N2O) 20 
which is emitted during agricultural and industrial activities, as well as during combustion of fossil 21 
fuels and solid waste.  Current estimates are that about 40% of total N20 emissions are 22 
anthropogenic.  While uncertainty for CH4 and N2O will, in general, be larger than those for CO2, 23 
global uncertainty ranges for these emissions have not been quantified. 24 

In addition to the long lived greenhouse gases (LLGHG): CO2, CH4 and N20, a second basket of 25 
gases was added in the Kyoto Protocol, the so-called F-gases that include hydrofluorocarbons, 26 
perfluorocarbons, and sulphur hexafluoride. These synthetic, powerful greenhouse gases are 27 
emitted from a variety of industrial processes. Fluorinated gases are sometimes used as 28 
substitutes for ozone-depleting substances (i.e., CFCs, HCFCs, and halons). These gases are 29 
typically emitted in smaller quantities, but because they are potent greenhouse gases, they are 30 
ǎƻƳŜǘƛƳŜǎ ǊŜŦŜǊǊŜŘ ǘƻ ŀǎ IƛƎƘ Dƭƻōŀƭ ²ŀǊƳƛƴƎ tƻǘŜƴǘƛŀƭ ƎŀǎŜǎ όάIƛƎƘ D²t ƎŀǎŜǎέύΦ 9Ƴƛǎǎƛƻƴǎ 31 
uncertainty for these gases varies, although for those gases with known atmospheric lifetimes, 32 
atmospheric measurements can be inverted to obtain an estimate of total global emissions.   33 

GHG emissions are emitted from many societal activities. Using data from a wide range of sources, 34 
the GHG Flow Diagram (Figure 5.2.2) provides a comprehensive accounting of global GHG 35 
emissions. This flow chart shows the sources and activities across the economy that emits 36 
greenhouse gas emissions. Energy use is by far responsible for the majority of greenhouse gases. 37 
Many activities produce greenhouse gases both directly, through on-site and transport use of 38 
Ŧƻǎǎƛƭ ŦǳŜƭǎΣ ŀƴŘ ƛƴŘƛǊŜŎǘƭȅ ŦǊƻƳ ƘŜŀǘ ŀƴŘ ŜƭŜŎǘǊƛŎƛǘȅ ǘƘŀǘ ŎƻƳŜǎ άŦǊƻƳ ǘƘŜ ƎǊƛŘΦέ 39 
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 1 
Figure 5.2.2. All data is for 2000. Calculations are based on CO2 equivalents, using 100-year 2 
global warming potentials from the IPCC (Houghton et al., 1995), based on a total global estimate 3 
of 41,755 MtCO2 equivalent. Land use change includes both emissions and absorptions. Dotted 4 
lines represent flows of less than 0.1% percent of total GHG emissions.    5 

 6 
Figure 5.2.3. Trends in greenhouse gas emissions from 1970-2008 presented in terms of source 7 
categories identified in figure 5.2.2. Conversion of non CO2 gases based on 100 year global 8 
warming potentials.  9 

http://cait.wri.org/figures.php?page=World-FlowChart&view
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It is also important to understand emissions growth at the regional level in order to fully 1 
appreciate the challenge facing the international community.  Figure 5.2.4 decomposes global 2 
growth into its regional components. Growth rates in energy-related emissions of carbon dioxide 3 
in developing countries  have recently increased rapidly(Blanford et al., 2009). Raupach et al. 4 
decompose emissions growth in several regions into the factors of the Kaya identity: population, 5 
per capita income, energy intensity of gross domestic product (GDP), and carbon intensity of 6 
energy(Kaya, 1990; Raupach et al., 2007). See Figure 5.2.5. The industrialization process tends to 7 
be energy intensive.  Regions that are undergoing or have yet to undergo  industrialization  will 8 
face considerable challenges in controlling fossil fuel emissions without the availability of  new, 9 
less carbon-intensive alternatives   on both the supply and demand sides of the energy system. 10 
These challenges are discussed in detail in the next chapter. 11 

 12 

Figure 5.2.4. Greenhouse gas emissions at a regional level. Conversion of non CO2 gases based 13 
on100-year global warming potentials. REF, LAM, and MAF refer primarily to Central Europe, Latin 14 
America and Africa, respectively. 15 
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Factors in the Kaya identity, F = Pgef = Pgh, for nine regions. 

Raupach M R et al. PNAS 2007;104:10288-10293

©2007 by National Academy of Sciences

 1 

Figure 5.2.5. Factors in the Kaya identity, F = Pgef = Pgh, for nine regions. All quantities are 2 
normalized to 1 at 1990. Intensities are calculated with GPi (PPP). For FSU, normalizing GPi in 3 
1990 was back-extrapolated.  D1, D2, and D3 refer to Developed, Developing and Least-Developed 4 
countries, respectively. 5 

5.2.2. Trends in Aerosols and Aerosol/Tropospheric Ozone Precursors 6 
As noted in the radiative forcing diagram cited in the introduction, aerosols and tropospheric 7 
ozone also can contribute substantially to climate forcing. Trends in atmospheric aerosol loading, 8 
and the associated radiative forcing, are influenced primarily by trends in precursor emissions. 9 
Tropospheric ozone concentrations are impacted by a variety of emissions, including nitrogen 10 
oxides, carbon monoxide, volatile organic hydrocarbons, and methane. Trends from 1970 of these 11 
emissions are shown in the Figure 5.2.6. 12 

A major aerosol precursor is sulphur dioxide, which is emitted primarily by fossil fuel combustion, 13 
but also metal smelting and other industrial processes. Global sulphur emissions peaked in the 14 
1970s, decreased over the 1990s, and increased slightly to 2005, driven in large part by emissions 15 
from China. Uncertainty in global SO2 emissions over this period is estimated to be relatively low 16 
(±10%), although regional uncertainty can be higher(Smith et al., 2011). Global emissions from 17 
2005-2010 have not been comprehensively assessed, but may not have changed substantially, as 18 
emissions from China appear to have flattened, and emissions from OECD countries continued to 19 
fall(Lu et al., 2011 Accessed May 1, 2012; UNFCCC, 2012). 20 
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Figure 5.2.6. Time trends for global emissions for anthropogenic and open burning, normalized to 2 
1985 values. Data from EDGAR 4.1, except for SO2 from (Smith et al., 2011). 3 

A recent update of carbonaceous aerosol emissions trends (black and organic carbon) found an 4 
increase from 1970 through 2000, with a particularly notable increase in black carbon emissions 5 
from 1970 to 1980(Lamarque et al., 2010). These emissions are highly sensitive to combustion 6 
conditions, however, which results in a large uncertainty, estimated by Bond et al. to be roughly a 7 
factor of two(Bond et al., 2004). This implies a significant uncertainty in emission trends over time, 8 
but this has not been quantified. Emissions from 2000 to 2010 have not yet been estimated, but 9 
will depend on the trends in driving forces such as residential biofuel and coal use and petroleum 10 
consumption for transport, but also changes over this time in technology characteristics and the 11 
implementation of emission reduction technologies. According to IEA and BP statistics, end-use 12 
petroleum consumption in developing Asia, Middle East, Africa, and South America has increased 13 
steadily from 2000-2010όL9!Σ нлммΤ ά.t {ǘŀǘƛǎǘƛŎŀƭ wŜǾƛŜǿ ƻŦ ²ƻǊƭŘ 9ƴŜǊƎȅΣέ нлммύ. Building coal 14 
consumption has been relatively constant, while residential biomass trends are not well 15 
constrained. Counter to these increases are increasing implementation globally of pollution 16 
controls, particularly for the transportation sector. The net effect on black carbon emissions trends 17 
is unclear. 18 

Tropospheric ozone is also a contributor to anthropogenic forcing, and global emissions of ozone 19 
precursor compounds are also thought to have increased over the last four decades. Substantial 20 
inter-annual variability in CO and NMVOCs estimates are due to forest and grassland burning. 21 
Global uncertainty has not been quantified for these emissions. Schöpp et al. (2005) estimated an 22 
uncertainty of 10-20% for 1990 NOx emissions in various European countries(Schöpp et al., 2005). 23 
Methane emissions also impact background tropospheric ozone levels(IPCC, 2001).  24 

5.3. Drivers of global emissions 25 

Over the last four decades, the world has gone through rapid changes. Global population has been 26 
doubled since 1970s to about 7 billion today, and per capita income in PPP has increased by 80%, 27 
leading to over 3.5 folds increase in Gross World Products in PPP. During this period, global GHG 28 
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emission in GWP100 has increased by 80%. What were the drivers of global GHG emission 1 
increase, and what analytical framework do we need to identify them?  2 

In this section, we first provide a brief overview of the major drivers identified in the literature. 3 
More detailed reviews on each driver will be given under respective sections of this chapter. 4 
Second, we propose a framework to identify the drivers of global GHG emissions. Third, we 5 
present the main findings under the framework.       6 

In general, drivers of global GHG emissions refer to the human activities that directly or indirectly 7 
cause GHG emissions. While there is no general consensus in the literature, some literature 8 
distinguish proximate versus underlying or ultimate drivers(see e.g., Angel et al., 1998; Geist and 9 
Lambin, 2002), where proximate drivers are generally the activities that are directly or closely 10 
related to the generation of GHGs and underlying or ultimate drivers are the ones that motivate 11 
the proximate drivers.  12 

As it will become obvious as this section proceeds, neither there is a unique method to identify the 13 
drivers of climate change, nor can they always be objectively defined: human activities manifest 14 
themselves through a complex network of interactions, and isolating a clear cause-and-effect of a 15 
certain phenomenon purely through the lens of scientific observation is often difficult. Therefore, 16 
ǘƘŜ ǘŜǊƳΣ άŘǊƛǾŜǊέ ƛǎ ǳǎŜŘ ƛƴ ǘƘƛǎ ǎŜŎǘƛƻƴ ƴƻǘ ƴŜŎŜǎǎŀǊƛƭȅ ǘƻ ǊŜǇǊŜǎŜƴǘ ŜȄŀŎǘ άŎŀǳǎŀƭƛǘȅέ ōǳǘ ǘƻ 17 
ƛƴŘƛŎŀǘŜ άŀǎǎƻŎƛŀǘƛƻƴέ ǘƻ ǇǊƻǾƛŘŜ ƛƴǎƛƎƘǘǎ ƻƴ ǿƘŀǘ ŎƻƴǎǘƛǘǳǘŜǎ ƻǾŜǊŀƭƭ ŎƘŀƴƎŜǎ ƛƴ Ǝƭƻōŀƭ DID 18 
emissions. 19 

Here we briefly review the literature that deals with the drivers of GHG emissions. Table 1 20 
summarizes the review and provides a qualitative confidence statement regarding the drivers of 21 
global GHG emissions reflected in the literature.   22 

Consumption 23 

Multitude of literature identified consumption expenditures as one of the key drivers of GHG 24 
emissions (Morioka and Yoshida, 1995; Munksgaard et al., 2001; Wier et al., 2001; Hertwich and 25 
Peters, 2009a). Consumption-based accounting allocates GHG emissions from production activities 26 
to intermediate and ultimately final consumers (Suh, 2004; Huppes et al., 2006; Hertwich and 27 
Peters, 2009a; Davis and Caldeira, 2010). Consumption activities can be further divided into 28 
consumption per region (e.g., country), per product and per household type. Many studies of this 29 
line identified the consumption by wealthy nations as a key driver of global GHG emissions 30 
(Hertwich and Peters, 2009b; Davis and Caldeira, 2010). Literature also highlighted the growing 31 
consumption of emerging economies(Peters et al., 2007; Minx et al., 2011). Frequently identified 32 
product categories of which final consumption is identified as a major contributor include food 33 
and food services, energy and electricity, housing, and transportation(Huppes et al., 2006; EPA, 34 
2009; Hertwich et al, 2010).   35 

International trade 36 

Consumption in wealthy nations induces production activities and associated GHG emissions not 37 
only within those nations but in other nations through international trade. Multitude of recent 38 
studies therefore identified international trade as a driver or enabling factor for global GHG 39 
emissions (Weber and Matthews, 2007; Peters and Hertwich, 2008; Li and Hewitt, 2008; Yunfeng 40 
and Laike, 2010; Peters et al., 2011a). Some literature highlighted the leakage effects, where 41 
tougher GHG emission regulation of a country leads to increasing imports from the countries with 42 
less stringent GHG emission regulation (Peters and Hertwich, 2008; Davis and Caldeira, 2010; 43 
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Peters et al., 2011a). Furthermore, international trade promotes economic growth, which in turn 1 
enables an increase in GHG emissions.  2 

From an economic theory point view, however, international trade contributes to a more efficient 3 
allocation of resources, which may help mitigate GHG emissions (Feenstra, 2012). Increase in 4 
international trade generally accompanies accelerated spill-over of advanced technologies and 5 
increase in Foreign Direct Investment (FDI), which are generally viewed more favorably from the 6 
GHG emission mitigation point of view (Keller, 2009). Besides, like many other drivers, it is often a 7 
ǉǳŜǎǘƛƻƴ ǿƘŜǘƘŜǊ ƛƴǘŜǊƴŀǘƛƻƴŀƭ ǘǊŀŘŜ ƛǎ ŀ ŘǊƛǾŜǊ ƛƴ ƛǘǎŜƭŦ ƻǊ ǊŀǘƘŜǊ ŀƴ άŜƴŀōƭƛƴƎ ŦŀŎǘƻǊέ ŎƻƴƴŜŎǘƛƴƎ 8 
production and consumption activities from different nations.    9 

Population  10 

Population growth has long been recognized as a major driving force behind growing global 11 
environmental impacts including GHG emissions ό9ƘǊƭƛŎƘ ŀƴŘ IƻƭŘǊŜƴΣ мфтмŀΤ hΩbŜƛƭƭ Ŝǘ ŀƭΦΣ нлмлύ. 12 
It is important to recognize that multitude of other drivers for GHG emissions identified in the 13 
literature are not independent from population growth, which has been a highly conspicuous, 14 
persistent, seemingly irreversible underlying change throughout the last a few centuries.  15 

Urbanization 16 

Literature recognized urbanization as a source of GHG emissions as well as a way to mitigate them 17 
(Dodman, 2009b; Satterthwaite, 2009). Increasing urban population and its consumption obviously 18 
contribute to the growing GHG emissions, while urban infrastructure including housing, energy 19 
and transportation enables achieving higher efficiency.  20 

Human behaviour 21 

Human behavioural change is arguably the most fundamental source of changes that influence all 22 
human activities including reproduction and consumption, and its psychological and cultural 23 
contexts have been recognized as a driver to the changes in global GHG emissions (Proctor, 1998; 24 
Swim et al., 2011). 25 

Economic growth 26 

The connection between economic growth and environmental degradation has long been 27 
recognized in the literature (Grossman and Krueger, 1994; Arrow et al, 1996; Stern et al., 1996; 28 
Blodgett and Parker, 2010).  29 

While economic growth has been identified as a major underlying driver of global GHG emission 30 
(Lim et al., 2009; Carson, 2010), some literature recognize economic growth as a way to mitigate 31 
GHG emission or GHG emission intensity on the ground of, so called, Environmental Kuznets Curve 32 
(EKC) hypothesis. The theoretical ground and empirical evidences of EKC have been debated (Stern 33 
et al., 1996; Suri and Chapman, 1998; Dasgupta et al., 2002; Harbaugh et al., 2002; Sari and Soytas, 34 
2009; Carson, 2010). Empirical studies that confirm EKC hypothesis are generally based on direct 35 
emissions per Gross Domestic Products (GDP), while studies that incorporate life-cycle emissions 36 
(both direct and indirect supply-chain emissions) do not generally confirm EKC hypothesis. Direct 37 
emission intensity may decrease as income grows due to such causes as technological 38 
improvement, regulation, out sourcing, changes in economic structure. For instance, structural 39 
change toward a more service-oriented economy takes place as an economy grows, which 40 
generally entails lower GHG emission intensity. When supply-chain emissions and overall volume 41 
of consumption are taken into account, however, service sectors are shown to contribute major 42 
part of GHG emissions of developed nations (Suh, 2006; Nansai et al., 2009). 43 
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Energy use 1 

Carbon-based fossil fuels are the dominant source of energy for industrial, commercial and 2 
household activities as well as for transportation and power generation. Therefore combustion of 3 
fossil fuel is directly responsible for emissions of CO2, the dominant GHG. Emissions of other GHGs 4 
including CH4 and N2O are also associated with energy systems. Energy use has been studied as a 5 
major driver of global GHG emissions (Wier, 1998; Malla, 2009a; Bolla and Pendolovska, 2011). 6 
Energy use can be further divided into various energy use categories, and each can be further 7 
decomposed into underlying drivers. For example, GHG emissions from transportation can be 8 
further decomposed into e.g., average driving distance per household, number of households, 9 
mode of transportation, fuel economy of mode, and carbon intensity of fuel (Timilsina and 10 
Shrestha, 2009; Bishins et al., 2011).  11 

Decomposition of contributing factors 12 

Overall change in GHG emissions can be decomposed into contributing factors. As frequently 13 
mentioned earlier in this chapter, Kaya identity decomposes the overall GHG emission into 14 
population, GDP per capita, energy consumption per GDP and GHG emission per energy 15 
consumption(Raupach et al., 2007). Raupach et al., 2007 highlighted the rapid increase in per 16 
capita GDP and population as the major factor of increasing global GHG emissions, while the 17 
authors also observed significant regional variations. The IPAT equation decomposes the overall 18 
impact into population, income per capita and impact per income (Ehrlich and Holdren, 1971a). 19 
The Kaya identity is a production-based approach. Although the IPAT equation can be interpreted 20 
either as a production or consumption-based approach, we regard the IPAT equation as a 21 
consumption-based decomposition approach, which will be elaborated in the next section (5.3.1).   22 

Another frequently applied approach in an input-output framework is the Structural 23 
Decomposition Analysis (SDA) (Greening et al., 1997; Ang, 2006; Wood, 2009). The approach 24 
enables quantifying the contributions of multiple factors to overall GHG emissions. For example, 25 
SDA can be designed to allocate the overall changes in GHG emissions to e.g.,  changes in carbon 26 
intensity of a fuel type, fuel mix, overall volume of fuel consumption, economic structure, final 27 
demand composition and final demand volume. Studies often identified the changes in volume 28 
and composition of final demand and economic growth as the major contributors to overall GHG 29 
emissions (Wier, 1998; De Haan, 2001; Kagawa and Inamura, 2001; Peters et al., 2007; Nansai et 30 
al., 2007; Lim et al., 2009; Wood, 2009; Dong et al., 2010; Minx et al., 2011).      31 

Multiple drivers and their interactions 32 

It is important to note that most of the literature identified more than one drivers and many also 33 
recognized the interdependencies between them (Angel et al., 1998; Kagawa and Inamura, 2001; 34 
Peters et al., 2007; Nansai et al., 2007; Raupach et al., 2007; Malla, 2009b; Timilsina and Shrestha, 35 
2009; Wood, 2009; Feng et al., 2009; Baiocchi and Minx, 2010; Blodgett and Parker, 2010; Davis 36 
and Caldeira, 2010; Mitchell, 2012). For example, economic growth, demographic changes, energy 37 
use and consumption expenditures are all mutually interlinked, and drawing a causal relationship 38 
between them is often a question of where to start in the circular network. Given the difficulties in 39 
drawing exact causal relationship between drivers, the question of drivers is inseparable from the 40 
question of ethics and responsibility.  41 

Furthermore, it is obvious that many of these drivers can be further decomposed into various 42 
subcomponents. For example, changes in GHG emissions due to changes in energy consumption in 43 
general can be further decomposed into changes in population, in per capita energy use, in energy 44 
mix, and in GHG emission intensity for each energy type. Similarly, the influence of transportation 45 
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can be further decomposed into population, per capita transportation requirement, modal shift, 1 
fuel efficiency of each mode, GHG emission intensity of each fuel type. Household consumption 2 
expenditure of a country can also be further decomposed into income groups, age groups, and 3 
regions.  4 

¢ƘŜǊŜŦƻǊŜ ǘƘŜ ǉǳŜǎǘƛƻƴΣ άǿƘŀǘ ƛǎ ǘƘŜ ŘǊƛǾŜǊ ƻŦ Ǝƭƻōŀƭ DID ŜƳƛǎǎƛƻƴǎΚέ Ŏŀƴ ƻƴƭȅ ōŜ ŀƴǎǿŜǊŜŘ ƛƴ ǘƘŜ 5 
context of scale, level of detail, and the starting point, which will be elaborated in the following 6 
section. 7 
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Table 5.3.1. Major drivers identified in the literature and their relationships with others* 1 

*A synthesis from around 40 literature.  2 

ϝϝ !ǎǎƻŎƛŀǘƛƻƴ ōŜǘǿŜŜƴ ǘƘŜ ŘǊƛǾŜǊǎ ƛǎ ƳŀǊƪŜŘ ōȅ ǇƻǎƛǘƛǾŜ ŦŜŜŘōŀŎƪ ǘƘŀǘ ƛƴŎǊŜŀǎŜǎ DID ŜƳƛǎǎƛƻƴǎ όҧύΣ ƴŜƎŀǘƛǾŜ ŦŜŜŘōŀŎƪ ǘƘŀǘ ŘŜŎǊŜŀǎŜǎ DID ŜƳƛǎǎƛƻƴ όҨύΣ ƻǊ 3 
mixed evidences that can affect either way (τ). 4 

*** Uncertainty term describes the level of confidence for the statement that the subject is a major driver of global GHG emission based on (1) the level of 5 
agreement in the literature and (2) abundance of evidence.   6 

 7 

 8 

 9 

 10 

 11 

 12 

 13 

Major drivers 
identified in the 
literature 

Direct association among selected drivers (inducement from row to column)** 
Qualitative uncertainty 

term***  Consumption International 
trade 

Population  Urbanization Human 
behavior 

Economic 
growth 

Energy use 

Consumption  ҧ    ҧ ҧ Well established 

International trade ҧ     ҧ ҧ Competing explanations 

Population  ҧ   ҧ  τ ҧ Well established 

Urbanization τ    τ ҧ  Competing explanations 

Human behavior τ  τ τ   τ Speculative 

Economic growth ҧ ҧ τ ҧ   ҧ Well established 

Energy use      ҧ  Well established 
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5.3.1. Framework of analysis 
Identifying key drivers to global GHG emission needs a superstructure of analysis that defines 
the scale, level of detail and the starting point. In this section such a superstructure is proposed, 
under which key drivers of global GHG emission are identified. We introduce a hierarchical 
structure that provides a perspective when analyzing drivers of different level of decomposition 
following Suh et al. (forthcoming). Using a hierarchical structure, drivers can be identified at 
each level. For example, global population increase can be noted as a zero order or root driver, 
change in GHG emission intensity in the U.S. as a first order driver, and change in GHG emission 
intensity in the U.S. due to fuel mix change as a second order driver with country-fuel 
combination. We also distinguish production-based and consumption-based approaches and 
use them in parallel. 

Fig. 1 illustrates how a hierarchical structure can be established. The order of decomposition is 
defined simply by the number of indices specified in the decomposition. For example, change in 
fuel mix (l) of power generation (j) of a country (i) is a fourth order driver, as it needs to specify 
at least three indices. The particular choice of indices in each order of decomposition in the 
figure is shown only for illustration, and other combinations of indices are possible.    

Production-based approach 

We start with the well-known Kaya identity, which appears on the top left of fig. 1. At a global 
level, the Kaya identity can be written as 

(1) 

 

F(p) is global GHG emission from productive activities, P is world population, G is global 
producing activities generally measured in Gross World Product per capita, and E is energy use. 
G can be measured either in market exchange rate or in PPP. G/P, E/G, and F(p)/E are noted as g, 
e and f, respectively following Raupach et al., (2007). The E term in the Kaya identity can be 
cancelled out further simplifying it to (Raupach et al., 2007): 

(2)  

 

F(p)/G is noted as h following Raupach et al., (2007). Using equation (2) total global GHG emission 
is decomposed to three root level drivers. Taking a natural log for proportional growth rate of 
F(p): 

(3) 

 

Each right-hand-side term in equation (3) can be used as a basis to identify key drivers to overall 
change in global GHG emission.  
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The Kaya identity can be calculated for each region i or for each GHG emitting sector j: 1 

(4) 2 

 3 

 4 
This level of decomposition is referred to as first order decomposition and the drivers identified in 5 
this level are referred to as first order drivers.1 6 

Two issues are noteworthy in the formulation of Kaya identity discussed thus far. First, it is notable 7 
that eq. (1) is suitable only for energy-related GHG emissions. Energy-related activities are the 8 
dominant source of GHG emissions. Nevertheless, it is not suitable to examine non-energy GHG 9 
emitting activities such as land use and land cover change, enteric fermentation, and Nitrogen 10 
fertilizer use. This problem can be easily solved either by using eq. (2) instead or by adding one more 11 
term to the right-hand-side of the eq. (1) that describes non-energy GHG emitting activities. The 12 
latter approach is practical and can use the same decomposition principles described in this section, 13 
but it is not shown in the figure for the sake of simplicity. 14 

Second, even within the scope of energy-related GHG emitting activities, there is a disconnection 15 
between G and E in eq. (1). In principle, G should serve as a measure of energy using activity, which 16 
is generally measured by Gross World Product or GDP. However, significant part of the energy using 17 
activities does not constitute the Gross World Product or GDP. For example, use of non-market fuels, 18 
which is an important source of energy for many developing nations (Zhang et al., 2010; Zha et al., 19 
2010; Zhang and Chen, 2010; Yang and Suh, 2011), and other household activities that generate 20 
GHGs such as passenger car driving are not easily measured by Gross World Product or GDP. As 21 
these activities and their changes become important part of the overall emissions and their changes, 22 
DǊƻǎǎ ²ƻǊƭŘ tǊƻŘǳŎǘΩǎ ƻǊ D5tΩǎ ŜȄǇƭŀƴŀǘƻǊȅ ǇƻǿŜǊ ƻƴ DID ŜƳƛǎǎƛƻƴ ŘƛƳƛƴƛǎƘŜǎΦ ¢Ƙƛǎ would become 23 
more obvious when the Kaya identity is sliced into GHG emitting sectors later in this section. Those 24 
activities that cannot be adequately measured by Gross World Product or GDP can be calculated 25 
separately and then added to the main decomposition result. Appropriate units can be employed for 26 
those activities. The hierarchical structure is still maintained for those additives based on the 27 
number of indices specified.  28 

Consumption-based approach 29 

The I=PAT equation by (Ehrlich and Holdren, 1971a) refers to expenditure in the place that the Kaya 30 
identity does production. Here we propose an extended I=PAT equation as a consumption based 31 
approach. 32 

Production-based and consumption-based decompositions are complementary to each other. 33 
Consumption-based approach takes a life-cycle perspective, and allocates GHG emissions 34 

                                                 
1
Drivers can be newly inserted, subtracted or reordered to enable additional insight. For example, suppose 

that the world is divided into two regionǎΣ ! ŀƴŘ .Φ wŜƎƛƻƴ !Ωǎ DID ŜƳƛǎǎƛƻƴ ƛƴǘŜƴǎƛǘȅ ǿŀǎ о ƪƎκϷΣ ŀƴŘ ǘƘŀǘ ƻŦ 
region B was 0.5kg/$ at year = 0. At year = 1, GHG emission intensities of region A and B were reduced to 
2.5kg/$ and 0.3kg/$, respectively but the regions share of Gross World Product has changed from 0.2:0.8 to 
0.4:0.6 during the same period. As a result, average GHG emission intensity increased from 1kg/$ to 1.18kg/$. 
In this case, using equation (3), the result may identify increase in GHG emission intensity as a driver that 
increases overall GHG emission. In reality, however, GHG emission intensity has been reduced in all regions, 
and what has changed was the regional composition of Gross World Product. In this case, the effect of regional 

mix of Gross World Product can be isolated by reordering the drivers such that:   
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throughout the supply chain to final consumption expenditure. At the global level, the total GHG 1 
emissions can be decomposed into zero order drivers such that:   2 

(5) 3 

 4 
F(c) is the life-cycle GHG emission by global final consumption expenditure, P is the world population, 5 
Y is the global final consumption expenditure, y is the global consumption expenditure per capita, 6 
and m is the life-cycle GHG intensity per dollar. Proportional rate of growth in logarithmic form is 7 
given by:  8 

(6) 9 

 10 

The extended I=PAT equation in (5) can be calculated for each consuming region n or for each 11 
commodity consumed k: 12 

(7) 13 

 14 

 15 
As shown in Fig. 1, the consumption-based approach can use various ways of decomposing the total 16 
GHG emissions. Consumption-based approach can better represent household activities such as 17 
passenger car driving by incorporating associated GHG emissions to consumption categories. Like 18 
Kaya identity, however, any GHG emitting activities that are not connected to monetary 19 
consumption expenditures such as subsistence farming cannot be adequately represented by 20 
consumption-based decomposition.    21 

Decomposition methods 22 

The contribution by each driver can be analyzed using various decomposition methods. In our 23 
analysis, we employed the Logarithmic Mean Divisia Index (LMDI) I method (Ang, 2006, 2007, 2008). 24 
Using LMDI, the overall changes in GHG emission by a driver can be calculated by  25 

(8) 26 

 27 

Or 28 

(9) 29 

 30 

Index x can be any index specified in the decomposition formula, Q can be any potential driver 31 
identified in the decomposition formula. Equation (8) is used for overall level terms such as 32 
population in equation (7), and equation (9) is used for the rest. Decomposition of the terms with 33 
multiple indices can be done separately and then added to make up the total change. Relative 34 
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contribution by each driver can be calculated by relating the result with the total change in GHG 1 
emission. 2 

5.3.2. Key drivers 3 
Analysis is to be completed using newly developed data compatible to the data spine. Following 4 
graphics are shown only as an example. Key drivers will be identified for each level until third to 5 
fourth level.  6 

 7 

[Note from TSU: caption for this Figure (5.3.1) to be inserted by authors] 8 

 9 

[Note from TSU: caption for this Figure (5.3.2) to be inserted by authors] 10 
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5.4. Population and demographic structure 1 

The Kaya identity discussed in Section 5.3 includes two terms related to population as a driver of 2 
GHG emissions: size (the number of people ς explored in this section) and affluence (income per 3 
capita ς analysed in the next section). The population size term suggests that emissions move 4 
proportionally with population but this section shows that various demographic processes 5 
(urbanization, aging, changes in average household size) are at work behind the plain average per 6 
capita emissions. 7 

5.4.1. Population trends 8 
Each person added to the global population increases GHG emissions but the additional contribution 9 
varies widely depending on the socio-economic and geographic conditions of the additional person. 10 
Global CO2 emissions from fossil fuel combustion have been growing slightly below the growth rate 11 
of global population in most of the 1980-2005 interval but they have accelerated towards the end of 12 
the period. There is a 50-fold difference in per capita emissions between the highest (USA) and 13 
lowest (least developing countries) emitters across the nine global regions analysed by (Raupach et 14 
al., 2007).  15 

Aggregating population and GHG emissions data according to the five IPCC RCP regions, Figure 5.4.1 16 
shows that between 1971 and 2008 population growth was fastest in MAF; GHG emissions have 17 
increased most in ASIA while changes in population and emissions were modest in OECD90 and REF. 18 
The evolution of total population and per capita GHG emissions in the same period is shown in 19 
Figure 5.4.2. With some fluctuations, per capita emissions have declined slightly from rather high 20 
levels in OECD90 and REF, decreased somewhat from relatively lower levels in LAM and especially in 21 
MAF, while more than doubled in ASIA. These trends raise concerns about the future: per capita 22 
emissions decline slowly in high-emission regions (OECD90 and REF) while fast increasing per capita 23 
emissions are combined with relatively fast population growth in ASIA (Toth, 2012). 24 

 25 

Figure 5.4.1. Indices of changes in population and total GHG emissions in the five IPCC RCP regions 26 
between 1971 and 2008. Source: (Toth, 2012). 27 
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 1 

Figure 5.4.2. Trends in population and per capita GHG emissions in the five IPCC RCP regions 2 
between 1971 and 2008. Source: (Toth, 2012). 3 

An increasing number of studies assess the role of various demographic attributes by applying the 4 
STIRPAT approach (Stochastic Impacts by Regression on Population, Affluence and Technology; 5 
(Dietz and Rosa, 1997). Those reviewed by hΩbŜƛƭƭ Ŝǘ ŀƭΦ όнлмнύconfirm earlier observations that 6 
population size is proportional to GHG emissions, although the elasticity values (percent increase in 7 
emissions per 1 percent increase in population size) vary widely: from 0.32 (Martínez-Zarzoso and 8 
Maruotti, 2011) to 2.35 (Liddle, 2011), although the dependent variable of the latter was CO2 9 
emissions from all domestic transport activities, not total CO2 emissions. Differences in statistical 10 
estimation techniques and data sets (countries included, time horizon covered, the number and kind 11 
of variables included in the regression model and their possible linkages to excluded variables) 12 
explain this wide range. Yet most recent studies find more than proportional increase of emissions 13 
triggered by the increase in population: the elasticity values estimated by (Poumanyvong and 14 
Kaneko, 2010) range from 1.12 (high-income countries) to 1.23 (middle income) to 1.75 (low-15 
income) while the overall elasticity of 1.43 estimated by (Jorgenson and Clark, 2010) breaks down 16 
into opposite regional values: 1.65 for developed and 1.27 for developing groups. The contradicting 17 
results concerning whether an additional rich or poor person contributes more to increasing GHG 18 
emissions indicate the current status of knowledge in the attribution assessment based on 19 
decomposition techniques. 20 

The gap between these coefficients and linear proportionality (coefficient of 1) imply that population 21 
growth goes hand in hand with structural changes that affect emissions (e.g. ageing), but that these 22 
are not fully captured in the statistical analysis. As the omitted variables are not identified, it is yet 23 
unknown whether they act as transmission channels, or that the correlation is spurious. To establish 24 
expectations on future emissions and its relation to population growth, there is need for further 25 
statistical studies that explicitly deal with the transmission channels. 26 

5.4.2. Trends in demographic structure 27 

5.4.2.1. Urbanization 28 
Income, lifestyles, energy use (amount and mix) and the resulting GHG emissions differ considerably 29 
between rural and urban populations. Urbanization has been one of the global megatrends in recent 30 
decades that makes it a potential driver of increasing GHG emissions. Over the period from 1970 to 31 
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2008 the global rate of urbanization has increased from 36% to 50% but the linkages between 1 
urbanization and GHG emissions trends are complex and involve other factors such as the level of 2 
development, rate of economic growth, availability of energy resources and technologies and 3 
others.The multivariate IPAT studies reviewed by ./ hΩbŜƛƭƭ Ŝǘ ŀƭΦ, (2010) estimate elasticity values 4 
between 0.02 and 0.76, indicating almost negligible to significant but still less than proportional 5 
increases in GHG emissions as a result of urbanization. Regional differences between changes in 6 
urbanization rates and GHG emissions are presented in Figure 5.4.3showing that emissions were 7 
increasing much faster than the rate of urbanization in ASIA while a virtually constant urbanization 8 

rate was accompanied by declining emissions since 1990 in (Toth, 2012). 9 

 10 

Figure 5.4.3. Trends in urbanization rates and total GHG emissions in the five IPCC RCP regions 11 
between 1971 and 2008. Source: (Toth, 2012). 12 

Two main types of analyses explore the impacts of urbanization on GHG emissions in detail. The first 13 
type of studies counts all emissions associated with all activities in urban areas, including the 14 
production of goods and services, irrespective of the place of their final consumption. The second 15 
type of studies looks at emissions from urban households and compares them to those in rural 16 
areas. Both are relevant to policy: the first one shows the impacts of changing economic structure 17 
and location on emissions, the second indicates emissions driven by urban incomes, lifestyles and 18 
energy use.  19 

Many studies observe that GHG emissions from urban regions differ extensively between cities, but 20 
that measurements are also widely dispersed due to differences in accounting methods, the 21 
coverage of GHGs and their sources, and the definition of urban areas (Dhakal, 2009). A comparison 22 
of GHG emissions in ten global cities by considering geophysical factors (climate, resources, gateway 23 
status) and technical factors (urban design, electricity generation, waste processing) finds various 24 
outstanding factors, e.g. the level of household income is important because it affects the threshold 25 
temperature for heating and cooling of the residential area . The use of high versus low-carbon 26 
sources for electricity production, such as local or regional nuclear power, is an obvious important 27 
driver for urban GHG emissions in several global cities in the examined sample.Transport related 28 
factors include the extent of public transport system within the city. GHG emissions associated with 29 
aviation and marine fuels reflect the gateway status of cities that, in turn, is linked to the overall 30 
urban economic activity (Kennedy et al., 2009). 31 

The contribution of cities to GHG emissions is exaggerated because of misinterpreting the system 32 
boundaries and globally less than 50% of GHG emissions originate within city boundaries. Accounting 33 
for the location of the final energy use ŀǎǎƻŎƛŀǘŜŘ ǿƛǘƘ ǘƘƻǎŜ ŜƳƛǎǎƛƻƴǎΣ ǘƘŜ ŎƛǘƛŜǎΩ ǎƘŀǊŜ ǿƻǳƭŘ ōŜ 34 
larger but one should also take into account that a part of that energy (and thus the related 35 
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emissions) is used to supply goods and services to rural populations and areas (Satterthwaite, 2008). 1 
In a sample including European, North and South American, and Asian municipalities, per capita GHG 2 
emissions in cities are considerably below the national per capita emissions (30 to 82%) except for 3 
Beijing and Shanghai (Dodman, 2009a).  4 

Direct measures of the effect of urbanization on emissions remain difficult due to the system 5 
boundary problems. An alternative is to measure the effect of urbanization indirectly, through 6 
statistical analysis of national emission data and its relation to national urbanization trends. An 7 
analysis of the effects of urbanization on energy use and CO2 emissions over the period 1975-2005 8 
for 99 countries, divided into three groups based on GDP per capita and explicitly considering the 9 
shares of industry and services and the energy intensity in the CO2 emissions concludes that the 10 
effects depend on the stage of development: the impact of urbanization on energy use is negative 11 
(elasticity of -0.132) in the low-income group, while positive (0.507) in the medium-income and 12 
strongly positive (0.907) in the high-income group. Emissions (for given energy use) are positively 13 
affected in all three income groups (between 0.358 and 0.512) (Poumanyvong and Kaneko, 2010).  14 
An extended analysis of the urbanisation-emissions linkage assesses the second-order effect of 15 
urbanization and finds that, all other things equal, in the early phase of urbanization emissions 16 
increase while further urbanization is associated with decreasing emissions (Martínez-Zarzoso and 17 
Maruotti, 2011). This finding is important to consider when extrapolating past emission trends, 18 
based on past urbanisation, to the future, together with other related factors. 19 

In addition to recognizing the generic world-wide patterns, it is important to understand the impact 20 
of urbanization on GHG emissions in the two most populous countries of the world, India and China. 21 
A comparison of household energy transition in India and China concludes that, despite differences 22 
in the amount of residential energy consumption (twice as much in China than in India), access to 23 
electricity (almost universal in China, only 90% in urban and just above 50% in rural India) and other 24 
aspects, patterns of the transition to modern fuels are similar: urban households in both countries 25 
utilize much larger shares of commercial energy, including electricity (Pachauri and Jiang, 2008) and 26 
Pachauri (2012) for both countries, Rao and Reddy (2007) for India. 27 

An index decomposition analysis exploring five factors (CO2 emissions coefficient, energy 28 
substitution, energy intensity, income and population) driving urban and rural CO2 emissions in 29 
China between 1991 and 2004 concludes that the population effect increased residential CO2 30 
emissions in urban China but decreased it in rural China (Zha et al. 2010). Another study of the 31 
impact of six factors (population, urbanization, carbon intensity, composite as well as urban and 32 
rural per capita consumption) on indirect CO2 emissions finds that between 1997 and 2007 urban 33 
per capita consumption exerted the largest impact on emissions (Liu et al., 2011). Per capita 34 
commercial energy use is found to be 6.8 times higher in urban areas in China where in the 35 35 
largest cities containing 18% of the population amounted to about 40% of energy use and GHG 36 
emissions of the national totals in 2006 (Dhakal, 2009). An IPAT model covering urban-rural 37 
households in five regions in China finds that larger incomes, living space and higher rates of 38 
electrical appliances in urban households lead to higher per capita emissions than in rural areas 39 
(Feng et al. 2009). In contrast, a shocks decomposition analysis concludes that urbanization in China 40 
has been associated with energy savings and declining emissions (Dong and Yuan, 2011). Yet another 41 
study finds that CO2 emissions in rural areas of China were increasing between 1979 and 2007, 42 
largely due to increasing use of commercial energy (coal and electricity). If biomass energy is 43 
ignored, the share of CO2 emissions in the national total follows an inverted U-shaped path and 44 
reached a peak at 47.4% in 2000. By including biomass energy, CO2 emissions from rural energy use 45 
fluctuated between 45 and 56% between 1979 and 2001 and started to decline in 2002 but was still 46 
at 41% in 2007 (Zhang et al., 2010). A survey of energy consumption of rural households in a small 47 
region finds that biomass, coal and LPG are the most common fuels and there is no correlation 48 
between income level and energy consumption although households with higher incomes clearly 49 
prefer LPG use (Tonooka et al., 2006).  50 
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In fast growing and urbanizing developing countries urban households tend to be far ahead of rural 1 
households in the use of modern energy forms and utilize much larger shares of commercial energy. 2 
Urbanization thereby involves radical increases in household electricity demand and in CO2 3 
emissions as long as electricity supply comes from fossil, especially coal based power plants. 4 
Transition from coal to low-carbon renewable and nuclear electricity could mitigate the fast 5 
increasing CO2 emissions associated with the combination of fast urbanization and the related 6 
energy transition in these countries.  7 

5.4.2.2. Age Structure and Household Size 8 
Studies of the effect of age structure (especially ageing) on GHG emissions fall in two main 9 
categories with seemingly contradicting results: overall macroeconomic studies and household-level 10 
consumption and energy use patterns of different age groups. A national scale energy-economic 11 
growth model calculates for the USA that aging tends to reduce long-term CO2 emissions 12 
significantly relative to a baseline path with equal population levels (Dalton et al., 2008). Lower 13 
labour force participation and labour productivity would slow economic growth in an ageing society, 14 
leading to lower energy consumption and GHG emissions όhΩbŜƛƭƭ Ŝǘ ŀƭΦΣ нлмлύ. In contrast, studies 15 
taking a closer look at the lifestyles and energy consumption of different age groups find that older 16 
generations tend to use more energy and emit above average GHGs per person. This section reviews 17 
studies about historical pathways in the second category. We emphasize that all results below are 18 
conditional on income, and thus should be taken as an additional effect to the income generating 19 
effect mentioned above.  20 

A study of the impacts of population, incomes and technology on CO2 emissions in the period 1975-21 
2000 in over 200 countries and territories divided into four income groups finds that the share of the 22 
population in the 15-64 age group has the least impact on emissions: negative impact in the high-23 
income country group, positive impact at other income levels (Fan et al., 2006). This is partly 24 
consistent with the finding that energy intensity associated with the lifestyles of the 20-34 and the 25 
above 65 retirement-age cohorts tends to be higher than that of the 35-64 age group, largely 26 
explained by the fact that this middle-age cohort tends to live in larger households characterized by 27 
lower energy intensity on a per person basis and that residential energy consumption and electricity 28 
consumption of the 65+ age group tends to be higher (Liddle and Lung, 2010). An extended analysis 29 
finds that the age-group 20-34 has a higher demand for transport while the residential electricity 30 
demand is positive correlated to the above-70 cohort. Ageing populations will decrease emissions 31 
from transport while residential electricity demand will increase, vis-a-vis a situation with the same 32 
population but without ageing (Liddle, 2011). Data for 26 OECD countries in the period 1960-2005 33 
show that CO2 emissions rise as the shares in the total population of older generations (60 and 34 
above) increase what is a clear indication that the cohorts born after 1960 have higher emission-35 
intensity (Menz and Welsch, 2011). 36 

{ƛƳƛƭŀǊ ǊŜǎǳƭǘǎ ŜƳŜǊƎŜ ŦƻǊ мп άŦƻǳƴŘŀǘƛƻƴŀƭέ 9¦ ŎƻǳƴǘǊƛŜǎ ōŜǘǿŜŜƴ мфс0 and 2000: an increasing 37 
share of the 65+ age group in the total population leads to increasing energy consumption although 38 
the aggregated data disguise micro-level processes: ageing may well influence the structure of 39 
production, consumption, transport, social services and their location (York, 2007). A more detailed 40 
analysis of the factors affecting the energy consumption of the elderly (diversity, thermal efficiency 41 
of housing, poverty, expenditures on leisure services and goods) concludes that thermal comfort and 42 
heating needs, domestic consumables and other lifestyle choices (leisure activities, long haul air 43 
travel, etc.) may increase carbon emissions as the proportion of older households gets higher 44 
(Hamza and Gilroy, 2011). In Germany the increasing share of old people and their different 45 
consumptions patterns (relative to those of younger age groups) significantly affect household 46 
energy use and GHG emissions: energy for heating increases but motor vehicle fuel consumption 47 
decreases, resulting in higher CH4 but lower CO2 and N2O intensities of consumption (Kronenberg, 48 
2009).  49 
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Linkages between aging population and changes in residential energy demand are similar in the USA: 1 
the elderly use more residential energy than their younger counterparts (ceteris paribus, leading to 2 
higher GHG emissions) but, with increasing energy prices, this becomes an increasingly important 3 
financial issue for them (Tonn and Eisenberg, 2007). Another study concludes that in the US CO2 4 
emissions per person steadily increase with age and peak when people are in their 60s (Zagheni, 5 
2011). 6 

A closely related but largely unexplored issue is the willingness to adopt energy conservation 7 
measures. One study in Greece finds that people with higher electricity consumption and in higher 8 
age groups are less willing to adopt emission saving measures (Sardianou, 2007). This finding 9 
indicates that the elasticity of demand is lower in an ageing society than in a young society. 10 

Several studies assessed above indicate that part of the increasing emissions with age is due to the 11 
differences in household size. A five-country multivariate analysis of household energy requirement 12 
confirms this (Lenzen et al., 2006). 13 

It remains an open question by how much the household-level effects of increasing CO2 emissions as 14 
a result of ageing population will counterbalance the declining emissions as a result of slower 15 
economic growth caused by lower labour force participation and productivity. The balance is varied 16 
and depends on many factors. The most important is changes in labour participation: increasing 17 
retirement age in response to higher life expectancy will keep former retirement-age cohorts (60+) 18 
economically active which means that the implications of ageing for incomes, lifestyles, energy use 19 
ŀƴŘ ŜƳƛǎǎƛƻƴǎ ŀǊŜ ΨǇƻǎǘǇƻƴŜŘΩ ŀƴŘ ǘƘŜ Ǌŀǘƛƻ ƻŦ ŀŎǘƛǾŜκǊetired population changes less. Other 20 
important factors include the macroeconomic structure, key export and import commodity groups, 21 
the direction and magnitude of financial transfers on the macro side, and on the health status, 22 
financial profile and lifestyle choices and possibilities of the elderly at the household level. This 23 
makes it difficult to draw firm conclusions about the aging-emissions linkages. 24 

Despite the widely varying magnitudes and patterns of household energy use due to differences in 25 
geographical and technological factors, lifestyles and population density, age and house type affect 26 
energy use positively while the effects of household size and urbanization tend to be negative, with 27 
a few exceptions. 28 

5.5. Consumption, production and trade patterns 29 

5.5.1. Economic growth & development 30 
Income has risen globally but there is much variation over time and regions as shown in the figures 31 
below. Economic theory suggests that technological change is the key long-term driver of growth but 32 
capital stocks and resource use have also tended to increase as part of the growth process. 33 
Productivity is lower in developing countries than in the developed world and increasing productivity 34 
might seem a way to raise incomes in the developing world with little emissions impact. However, 35 
actual such catch-up growth in developing countries may be more capital and resource and, 36 
therefore, emissions-intensive.The degree to which increased resource and energy use is necessary 37 
to generate economic growth remains controversial as does the impact of growth on emissions. 38 

Global trends in GDP and emissions vary dramatically by region as shown in the figure: 39 
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Figure 5.5.1. GDP per capita, GHG emissions per capita, and emissions intensity (GHG/GDP) for RCP 
regions and the World, 1970-2005. 1970 = 100. GDP is computed in constant 2000 PPP adjusted US 
Dollars. 

Economic growth was strong in Asia and to some degree the OECD over the entire period and low in 1 
Latin America. MAF and REF saw setbacks in growth related to the changing price of oil and the 2 
collapse of the centrally planned economies respectively. However, all regions showed a decline in 3 
emissions intensity over time. Emissions per capita grew in Asia and were fairly constant in LAM, 4 
OECD90 and REF as well as globally and declined in MAF. Results would look different for energy 5 
related CO2 emissions alone. These have increased in per capita terms globally over this period. 6 
Also, the levels of these variables vary a lot globally as shown in the next figure: 7 
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Figure 5.5.2. GDP per capita, GHG emissions per capita, and emissions 
intensity (GHG/GDP) for RCP regions and the World, 1970-2005. GDP is 
computed in constant 2000 PPP adjusted US Dollars 

The Kaya identity simply treats economic output per capita as a scale effect that has a one to one 1 
effect on energy use and greenhouse gas emissions. But the Kaya identity is an accounting identity, 2 
not a causal model and in reality the relationship between economic growth and emissions may be 3 
more complex. Additionally, economic growth is not exogenous but driven by various deeper 4 
variables. The true nature of the relationship between growth and the environment and 5 
identification of the causes of economic growth are both uncertain and controversial (Stern, 2011). 6 
The sources of growth are important because the degree to which economic growth is driven by 7 
technological change versus accumulation of capital and increased use of resources will strongly 8 
affect its impact on emissions. In particular, catch up growth in developing countries might be more 9 
emissions intensive than growth in technologically leading developed economies (Jakob et al., 2012). 10 
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However, despite this, energy use per capita is strongly linearly correlated with income per capita 1 
across countries (Krausmann et al., 2008). In the short run, it seems that energy intensity rises or 2 
declines more slowly in the early stages of business cycles such as in the recovery from the global 3 
financial crisis in 2009-10 and then declines more rapidly in the later stages of business cycles (Jotzo 4 
et al., 2012). 5 

Mainstream economic theory points to technological change as the key driver of economic growth in 6 
the long-run (Aghion and Howitt, 2009). Countries vary in their distance from the frontier of 7 
innovation and, therefore in their levels of productivity (Caselli, 2005). Productivity is lower in 8 
developing countries than developed countries (Parente and Prescott, 2000). Developing countries 9 
can potentially grow faster than developed countries by adopting technologies developed elsewhere 10 
ŀƴŘ άŎŀǘŎƘ ǳǇέ ǘƻ ǘƘŜ ǇǊƻŘǳŎǘƛǾƛǘȅ ƭŜŀŘŜǊǎΦ LƴŎƻƳŜ ǇŜǊ ŎŀǇƛǘŀ Ƙŀǎ ǊƛǎŜƴ ƛƴ Ƴƻǎǘ ŎƻǳƴǘǊƛŜǎ ƻŦ ǘƘŜ 11 
world in the last several decades but there is much variation over time and regions, especially 12 
among low- and middle-income countries (Durlauf et al., 2005). The highest growth rates are found 13 
for countries that are today at middle-income levels such as China and India (and before them 14 
Singapore, Taiwan, South Korea etc.) that are in the process of converging to high-income levels. But 15 
many developing countries have not participated in convergence to the developed world and some 16 
have experienced negative growth in income per capita. Therefore, there is both convergence 17 
among some countries and divergence among others and a bimodal distribution of income globally 18 
(Durlauf et al., 2005). A large literature attempts to identify why some countries succeed in achieving 19 
economic growth and development and others not (Durlauf et al., 2005); (Caselli, 2005); (Eberhardt 20 
and Teal, 2011). But there seems to be little consensus as yet (Eberhardt and Teal, 2011). A very 21 
large number of variables could have an effect on growth performance and disentangling their 22 
effects is statistically challenging because many of these variables are at least partially endogenous 23 
(Eberhardt and Teal, 2011). This incomplete understanding of the drivers of economic growth makes 24 
the development of future scenarios on income levels a difficult task.  25 

Research on the role of resources and energy as drivers for economic growth has been more limited 26 
(Toman and Jemelkova, 2003). Resource economists have developed models that incorporate the 27 
role of resources including energy in the growth process but these ideas generally remain isolated in 28 
the resource economics field. By contrast, heterodox ecological economists such as Ayres and Warr 29 
(2009) often ascribe to energy the central role in economic growth (Stern, 2011). Some economic 30 
historians such as Wrigley (2010), Allen (2009), and to some degree Pomeranz (2000), argue that 31 
limited availability of high-quality energy resources can constrain economic growth and that 32 
relaxation of these constraints was critical for the emergence of the Industrial Revolution in the 18th 33 
and 19th centuries. Stern and Kander (2012) develop a simple growth model including an energy 34 
input and econometrically estimate it using 150 years of Swedish data. They find that since the 35 
beginning of the 19th century constraints imposed on economic growth by energy availability have 36 
declined as energy became more abundant, technological change improved energy efficiency, and 37 
the quality of fuels improved. A large literature has attempted using time series analysis to test 38 
whether energy use causes economic growth or vice versa, but results are very varied and no firm 39 
conclusions can be drawn yet (Stern, 2011). 40 

The effect of economic growth on emissions is another area of uncertainty and controversy. The 41 
environmental Kuznets curve hypothesis proposes that environmental impacts tend to first increase 42 
and then eventually decrease in the course of economic development has been very popular among 43 
economists but the econometric evidence has been found to be not very robust (Wagner, 2008). 44 
More recent research (e.g. Brock and Taylor 2010) has attempted to disentangle the effects of 45 
economic growth and technological change. Rapid catch-up growth in middle-income countries 46 
tends to overwhelm the effects of emissions reducing technological change resulting in strongly 47 
rising emissions. But in developed countries economic growth is slower and hence the effects of 48 
technological change are more apparent and emissions grow slower or decline. But there is wide 49 
variation in energy use and per capita emissions levels among countries at a common level of 50 
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income per capita due to structural and institutional differences (Pellegrini and Gerlagh, 1 
2006;Matisoff 2008;Stern, in press). These will be discussed in the following sections.  2 

5.5.2. Production Trends 3 
As economic development progresses, the shares of agriculture, manufacturing, and services in 4 
output and employment changes in characteristic ways the income levels at which transitions 5 
between industries occurs differs between countries. However, the sectoral shift to services has less 6 
effect on energy use and emissions than commonly thought. Increase in energy productivity in 7 
manufacturing (and agriculture) is more important in reducing the energy intensity of the economy. 8 
The transition from centrally planned to market economies has been an important factor in reducing 9 
emissions intensity in China and Eastern Europe 10 

Over the course of economic development, as income grows, the share of agriculture in the value of 11 
production and employment tends to decline and the share of services increases (Syrquin and 12 
Chenery, 1989). The share of manufacturing tends to follows an inverted-U path (Hettige et al., 13 
2000). The income levels at which these transitions occur appear to differ across countries. For 14 
ŜȄŀƳǇƭŜΣ /ƘƛƴŀΩǎ ǎƘŀǊŜ ƻŦ ǎŜǊǾƛŎŜǎ ƛƴ D5t ŀƴŘ ŜƳǇƭƻȅƳŜƴǘ ƛǎ ǎƳŀƭƭ ŀƴŘ ƛǘǎ ŀƎǊƛŎǳƭǘǳǊŜ ǎƘŀǊŜ ƭŀǊƎŜ 15 
given its income level (World Bank, 2011). 16 

But the sectoral shift away from the industrial sector to services reduces energy use and emissions 17 
less than commonly thought. Partly this is due to strong gains in productivity in manufacturing. The 18 
productivity gain can be observed through the price of manufacturing goods, which has been falling 19 
relative to the price of services for most of the time - ŀ ǇƘŜƴƻƳŜƴƻƴ ƪƴƻǿƴ ŀǎ .ŀǳƳƻƭΩǎ ŘƛǎŜŀǎŜ 20 
(Baumol, 1967). Because of the price decline, it appears that the share of manufacturing industry in 21 
the economy is falling when in real output terms it might not be (Kander, 2005). When the relative 22 
sizes of industrial sectors are computed in constant prices far less decline in the share of 23 
manufacturing is found (Henriques and Kander, 2010). The productivity gains in manufacturing also 24 
reduced in energy intensity in the sector. Also, not all service sectors are low in energy intensity. 25 
Transport is clearly energy intensive and retail and other service sectors also depend on energy-26 
intensive infrastructure.  27 

Krausmann, Schandl, and Sieferle (2008) show that in the long-run in Austria and the UK the phase 28 
of the socio-ecological transition transforming the industrial society into the service economy or 29 
post-industrial society did not lead to dematerialization (i.e. a declining use of materials and energy). 30 
It was systematically linked to an increase in per capita energy and material consumption and the 31 
integration of all parts of the economy into the industrial metabolism. 32 

Henriques and Kander (2010) study ten developed (USA, Japan, and eight European countries) and 33 
three emerging economies (India, Brazil, and Mexico) and find a minor role for structural change in 34 
reducing energy intensity, while the decline in energy intensity within industries is found to be the 35 
main driver of aggregate energy intensity. Yet the decomposition is sensitive to the level of 36 
disaggregation. A classic result in the growth accounting literature (Jorgenson and Griliches, 1967) is 37 
that a finer disaggregation of inputs and outputs leads to lower estimates for technological change 38 
and a larger role for substitution between inputs and structural change. This is shown by Sue Wing 39 
(2008), who using a much finer disaggregation of industries finds that structural change explained 40 
most of the decline in energy intensity in the United States (1958-2000), especially before 1980. 41 

The transition from centrally planned to market economies is an important factor in the effect of 42 
economic development, on greenhouse gas emissions. China serves as a case in point. It had a very 43 
high energy intensity before 1980, which decreased sharply between 1980 and 2000, as China 44 
opened its economy through market-based reforms and shifted away from the focus on heavy 45 
industry growth (Ma and Stern, 2008). Energy and emissions intensity rose again from 2000 to 2005, 46 
mainly due to the exhaustion of easy catch-up opportunities in energy efficiency (Stern, in press) and 47 
weakening of energy efficiency policy institutions over time (Zhou et al., 2010). On the other hand, 48 



First Order Draft (FOD) IPCC WG III AR5   

 

Do Not Cite, or Quote or Distribute 37 of 89 Chapter 5 
WGIII_AR5_Draft1_Ch05 24 July 2012 

/ƘƛƴŀΩǎ ŎŀǊōƻƴ ƛƴǘŜƴǎƛǘȅ ƻŦ ŜƴŜǊƎȅ ǎǳǇǇƭȅ Ƙŀǎ ƛƴŎǊŜŀǎŜŘ ǎǘŜŀŘƛƭȅ ƻǾŜǊ ǘƛƳŜ (Stern and Jotzo, 2010). 1 
The emission intensity has declined since 2005 as the central government has adopted more 2 
ambitious energy and emissions intensity reduction policies but remains at a high level vis-a-vis for 3 
ŜȄŀƳǇƭŜ ǘƘŜ 9¦ ŘǳŜ ǘƻ /ƘƛƴŀΩǎ ƘŜŀǾȅ ŘŜǇŜƴŘŜƴŎŜ ƻƴ ŎƻŀƭΦ {ǘǊǳŎǘǳǊŀƭ ŎƘŀƴƎŜ Ƙŀǎ ǇƭŀȅŜŘ ŀ ǎƳŀƭƭ ǊƻƭŜ 4 
only in these large movements of the past three decades((Ma and Stern, 2008); (Steckel et al., 5 
2011)). 6 

5.5.3. Consumption trends 7 
Increasing consumption has been the key driver of greenhouse gas emissions over the last twenty 8 
years. Between 1990 and 2008, there has been a 3% reduction in the emissions from Annex B 9 
countries taking a territorial perspective to carbon accounting while emissions associated with 10 
consumption in Annex B has increased by 11% over the same time period ((Peters et al., 2011a); 11 
(Wiedmann et al., 2010). 12 

Numerous studies have used structural decomposition analysis to quantify the impact of drivers 13 
behind changes in greenhouse gas emissions over time in both developed and developing countries 14 
(De Haan, 2001), (Peters et al., 2007), (Baiocchi and Minx, 2010), (Wood, 2009), (Weber, 2009)). The 15 
analysis has proved extremely useful in isolating the relationship between individual drivers of 16 
greenhouse gas emissions. The studies calculate the driver of emissions including the intensity per $, 17 
shifts in production structure, as well as changes in the composition and the level of consumption 18 
influence emissions. In most studies, changes in the level of consumption were the most significant 19 
driver of emissions. All the studies show that reductions in emissions resulting from improvements 20 
in emissions intensity and changes in the structure of production and consumption have been offset 21 
by significant increases in emissions resulting from the volume of consumption resulting in an overall 22 
increase in emissions (De Haan, 2001; Peters et al., 2007; Baiocchi and Minx, 2010).  23 

Several country-specific studies have also indicated consumption as being the key driver of 24 
emissions. De Haan, 2001 analysis of the Netherlands demonstrated that final demand changes were 25 
responsible for a 31% increase in emissions over 11 years (1987 to 1998). Peters et al.(2007) 26 
demonstrated an emissions increase of 129% over 10 years due to increases in final consumption in 27 
China. Baiocchi and JC Minx(2010) analysis of the UK demonstrated that increases in final demand 28 
led to an increase in CO2 emissions by 48.5% between 1992 and 2004.  Employing the technique of 29 
decomposition analysis indicates that production emissions from Annex B countries have fallen 30 
slightly during the 1990s due to a reduction in emissions intensity that helped to offset increases in 31 
consumption and population (see figure below). The two latter factors, however, prevailed in the 32 
2000s leading to a rise in CO2 emissions, reaching the same level in 2008 as in 1990. Consumption 33 
emissions of Annex B countries rose faster than production emissions in the 2000s, clearly showing 34 
that emissions embedded in export to Annex B countries if internalized, would increase the carbon 35 
intensity of production emissions in these countries. Country level production and consumption 36 
emissions for this analysis were taken from Peters et al. (2011) and statistics on GNE and population 37 
from the World Development Indicators database compiled by the World Bank (World Bank, 2011). 38 
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 1 

5.5.4 Embedded carbon in trade 2 

Between 1971 and 2010, world trade has grown by 10% a year on average and has doubled nearly 3 
every 7 years (World Trade Organisation, 2011).The growth of world gross domestic product (GDP) 4 
was significantly slower, with 3.1% per year on average. The ratio of world exports of goods and 5 
commercial services to GDP in real terms has increased steadily since 1985, and increased by nearly 6 
one-third between 2000 and 2008, before dropping in 2009 as world trade fell as a result of the 7 
Global Financial Crisis (World Trade Organisation, 2011). 8 

While information on the size of physical trade is more limited, Dittrich and Bringezu (2010)estimate 9 
that between 1970 and 2005 the physical tonnage of international trade grow from 5.4 to 10 billion 10 
tonnes. 11 

At the same time trade openness has increased developing countries' participation in the global 12 
economy. From 1990 to 2008, the volume of exports from developing countries grew consistently 13 
faster than exports from developed countries or the world as a whole, as did the share of developing 14 
countries' exports in the value of total world exports. For example, between 2000 and 2008 the 15 
ǾƻƭǳƳŜ ƻŦ ŘŜǾŜƭƻǇƛƴƎ ŎƻǳƴǘǊƛŜǎΩ ŜȄǇƻǊǘǎ ŀƭƳƻǎǘ ŘƻǳōƭŜd, while world exports increased by 50%. Asia 16 
is by far the most important exporting region in the developing country group, with a 10% share of 17 
world exports in 1990 (US$ 335 million) which increased to 21% (US$ 2,603 million) in 2009(World 18 
Trade Organisation, 2011). 19 

Between 1990 and 2008, global carbon dioxide emissions increased between 39% and 41% (Le 20 
Quere et al., 2009), (Peters et al., 2011a). The majority of this growth occurred between 2000 and 21 
2008, representing 70% of the total growth in CO2 emissions (Le Quere et al., 2009). In 2000, CO2 22 
emissions were 10% higher than 1990 (Peters et al., 2011a). Between 2000 and 2008, CO2 emissions 23 
grew a further 29%. All of the growth in carbon dioxide emissions has occurred in non-Annex B 24 
countries while CO2 emissions in Annex B countries have stabilised. The growth relates to the rapid 25 
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Figure 5.5.3: Change in Annex B and Non-Annex B countries production and consumption 
emissions 1990 to 2008 


































































